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Abstract  
Digital twin (DT) are often described as a virtual and dynamic representation of a system. They guarantee 

interaction between physical and virtual spaces. In the context of maintenance 4.0, the lack of historical data 

can be caused by an impossible instrumentation for complex systems. To face it, DT offers the possibility to 

simulate several operating modes which can serve for a diagnostic. This operation can be made by using 

machine learning algorithm (MLA) through a diagnosis by classification.  But the challenge is to identify the 

best use of both data historical and simulated on a hybridisation database to make the most reliable 

diagnosis. In this paper, a digital twin combining a discrete element model (DEM) and a finite element 

model (FEM) is developed to generate data with an outer race default signature. These generated data with 

five sizes of defaults are also measured on the test bench. According to a percentage, historical data are used 

to build the homogenous hybrid database. Two MLAs (Support Vector Machines and K-Nearest 

Neighbours) are used to perform a classification by training the homogenous hybrid database and the test is 

realised by using the rest of historical data. The results of this approach show a better reliability than existing 

methods on the tested datasets also it’s allowed to evaluate the contribution of historical data in homogenous 

hybridisation process. 
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1 Introduction 

Digital twins have emerged as a powerful tool for representing complex systems virtually and dynamically. 

They enable interaction between physical and virtual spaces and have found particular application in the field 

of maintenance 4.0. However, the lack of historical data due to the inability to instrument complex systems 

has been a significant challenge. To address this issue, digital twins offer the possibility of simulating several 

operating modes to aid in diagnostic procedures. Developing a digital twin requires reference data acquired 

on the test bench, which will subsequently be used to update the numerical model [1].  

Ball bearings are often seen as the most critical component of rotating machinery. They are the object of a 

number of studies and many numerical models have been developed. In the paper [2], the authors presented 

various models of digital rolling elaborated in the literature. Machine learning algorithms (MLAs) have been 

used for classification-based diagnosis [3]–[5], but effectively using both historical and simulated data in a 

hybridisation database remains a challenge. 

This paper presents a digital twin that combines a discrete element model (DEM) and a finite element model 

(FEM) to generate data with an outer race default signature. Data with five different sizes of defects are also 

measured on a test bench called “historical data”. According to a percentage, they are used to build a 

homogenous hybrid database with the entire generated data, and two MLAs (Support Vector Machines [6] 

and K-Nearest Neighbours [7]) are trained by the homogenous hybrid database. The test is carried out using 
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the rest of the historical data, and the contribution of historical data in the homogenous hybridisation process 

is evaluated. The results show better reliability than existing methods on the tested datasets. 

The paper is divided into two sections in addition to the introduction and conclusion. Section 2 presents the 

methods used in this study. In section 3, the results of the application of the method are presented. 

2 Methods 

2.1 Global methodology 

As shown in Figure 1, the approach employed in this study revolves around acquiring data from reference 

operating mode. Temporal and frequency indicators are then extracted from this signal. Subsequently, the 

numerical model of the test bench is developed to generate data from the reference operational mode as well. 

The numerical model combine a discrete element model (DEM) and a finite element model (FEM). These 

two models communicate with each other to form a single concentrated parameter model. By using the 

initially selected indicators and the experimental data, the numerical model is updated by minimizing the 

error defined within an objective function. Once the numerical model is updated, the remaining operating 

modes are generated and measured to build the respective numerical and experimental databases. The 

experimental database is divided into two. The numerical data is combined with the first numerical database 

to form a homogeneous hybrid database. To perform diagnostic classification, the hybrid database is used to 

train two machine learning algorithms (SVM and KNN). The other second of experimental data, which was 

not used in the hybridisation process, is employed for prediction testing. 

 

 
Figure 1 : Methodology based on training a hybrid database in a diagnosis by classification 
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2.2 Test bench and data acquisition  

The test bench is a bearing module diagnosis as shown in Figure 2a. It consists of a frame and a steel shaft 

equipped with two SKF 6206 BC 32x64x18 ball bearings. The shaft is powered by a synchronous electric 

motor with a maximum output of 10 kW and is pulled by a hydraulic actuator connected to a steel cable. A 

variable speed drive, controlled by a PLC, regulates the rotation frequency of the shaft. The radial load can 

be manually adjusted, and a 300 daN force are applied to the rotating shaft at 1000 rpm. The signals obtained 

from the test bench are related to defects on the outer ring, ranging from 1 mm to 5 mm, as shown in Figure 

2b. Table 1 provides detailed specifications of the studied test bench. 

  
(a) (b) 

 

Figure 2 : Description: (a) Bearing module test bench; (b) Outer race fault severities from 1 mm to 5 mm 

Parameters Motor Frame Shaft Bearing 

Mass (kg) 8  2.5  

Moment of inertia (kg m
2
) 0.01125  0.0108  

Young’s modulus (N m
-2

)                  

Poisson ratio  0.3 0.3  

Density (kg m
-3

)  7900 7900  

Number of balls    9 

Inner race radius (mm)     30 

Outer race radius (mm)    62 

Ball diameter (mm)    9.52 

Pitch diameter    44 

Backlash γ (μm)     18 

Bearing stiffness k (N m
-1

)            

Table 1 : Test bench characteristics 

Experimental data are collected by using two (2) uniaxial piezoelectric accelerometers DJB A/120/VT with a 

sensitivity of 10 (±10%) mv/g covering a frequency range of 34 kHz. A data collector type "OROS 36" is set 

at a sampling frequency of 51.2 kHz. Data are collected in 3.2 seconds and save into a historical database. 

For each data collected, a cut-off is done in 10 sub signals with 16384 points signals. Each acquisition 

provides 20 signals for each functional mode. That makes a total of 100 signals for the experimental 

database. For a signal having the signature of a defect on the outer race has a theoretical defect frequency as 

described in equation 1 at 59.37 Hz. Where    is the number of balls,   is the ball diameter,   is the pitch 

diameter,   radial clearance and    the cage speed. 
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As disciplines such as statistics, signal processing, and computer science continue to advance, techniques for 

extracting vibration features are constantly improving. One approach consists in working with the raw signal, 

without any filtering, and calculating statistical moments to detect faults in the system. Features are extracted 

in both time and frequency domains. In the time domain, the features extracted are: RMS, Peak, Kurtosis, 

Crest Factor, Skewness, Impulse Factor, Shape Factor, Average, Standard deviation, Talaf and the THIKAT. 

in the frequency domain, features such as: Mean frequency, Root mean square frequency, Frequency centre, 

Standard deviation frequency are extracted from the signals. 

The Sequential Backward Selection (SBS) algorithm is used to reduce the features to the most relevant ones 

[8]. It allow to select the combination of features that provides the best separation  data of different operating 

modes. In order to optimise time calculation and to represent each signal by a point in a 3D Space, the 

number of features to be selected by the SBS is limited to three (3).  

2.3 Numerical model 

The design is based on the following hypotheses: (i) the bearing elements are assumed to move in one plane; 

(ii) the angles between the balls are considered constant; (iii) the outer race is assumed to be fixed to the 

frame and the inner race to be fixed with a rigid contact to the transmission shaft; (iv) taking the flexibility of 

the bearings into consideration a finite element model of the frame is developed. The final model is a 

constitution of a DEM and FEM models. The model has nine (9) nodes each having three degrees of freedom 

(DOF), which are: flexion in the    direction; flexion along the      direction and a torsion in     direction. The 

DEM model was proposed by Farhat et al. [9]  based on Patil et al. and Harsha et al. works [10], [11]. As 

shown in Figure 3a, from the DEM are modelled the shaft, the motor, the ball bearings with the different 

operating modes. The shaft is modelled as a Timoshenko beam with nine (9) different nodes. The global 

shaft mass matrix      and the stiffness matrix      are extracted from shaft modelling. Associated to the 

node 1, the motor is modelled by its mass    and its polar inertia    in a global motor mass matrix     . 

Only the excitations forces due to the crushing of the ball to the races are considered in the equation of 

motion. As given in equation 2 and 3, the contact force depend on the angular position    for each ball, the 

radial backlash  , the displacement on the    and      directions and the Hertz contact coefficient  . For a 

default located on the outer race of the bearing with a depth   and from an angle   , a clearance is added 

when each ball pass on the default [12]. The added clearance          presents a periodicity at the Ball Pass 

Frequency Outer race (BPFO). To constitute the global forces vector   , the motor torque       , gravity 

forces are calculated in function of the shaft mass   and the gravity acceleration  , the radial load    applied 

on the node 8 in the    direction are included to vector containing the excitation forces in the nodes 3 and 6 
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To highlight the contribution of modelling bearing flexibility, the frame is modelled on a finite element 

calculation software ABAQUS. Four-node shell elements (S4R) is used for the meshing type with a medial-

axis to take consider the geometries on the lateral faces. From this mesh, 1534 elements are obtained. By 

fixing the base of the frame, the mass      and stiffness      matrices of the frame are extracted, as well as 

the stresses on the rings caused by the load applied to the shaft radially along the    direction.  
To reflect the system's dynamics, the equation of motion as given in equation 4, is reconstituted under 

MATLAB. Where     is the global system mass matrix with the assembled different mass     ,      and 

    . The global system stiffness     is a sum of different stiffnesses     ,     . [C] is the global damping 

matrix, calculated proportionally to the mass matrix [M] and the average value of the stiffness matrix [K] as 

given in equation 5 [13]. α and β two real Rayleigh coefficients calculated to make sure that, the damping is 



viscous with        and           .   is the generalized vector of coordinates that are defined by the 

degrees of freedom of each node                       . The flow chart presented in Patil et al. work 

[10] is used to solve the equation of motion.  

 

(a) (b) 

 

Figure 3 : Numerical model : (a) overview; (b) finite element model 

                      (4) 

              (5) 

As the aim is to make a diagnosis by hybridising the data, so the characteristics of the generated data should 

be at least in the same order as those of the experimental data. The digital twin should reflect the actual 

behaviour of the physical machine, which means that it is necessary to update the model parameters. 

Additionally, to ensure that the numerical model accurately reflects the behavior of the physical machine, it 

is imperative to update the model parameters. By referring to the work of Wang et al.[14], the numerical 

model is update by calculating the objective function. The error between     and     the relevant      

features extracted respectively from the simulated and measured signals given in equation 6, where   

            represents the vector of the parameters to be optimised in the model (model parameters). 

Choosing these parameters is a crucial step that greatly depends on the results of the update. Updated values 

are required to be physically acceptable. The permissible upper and lower limits, UB and LL are defined as 

      of the initial parameters. The signal acquired for the case of      of a severity fault is chosen as the 

reference signal. It is used to recalibrate the numerical model. 

                       
  (6) 

2.4 Homogenous hybridisation model 

In the presented study, a single hybrid model is created by merging experimental data with data generated by 

a numerical model. The homogeneity of this hybrid model relies on the similarity of the fused data from the 

experimental and numerical databases, which should correspond to the same operating modes. The 

homogeneous hybridisation model, as illustrated in Figure 4, is carefully selected. 

During each iteration, the experimental database is initially divided into two parts. The first part, containing 

10% to 100% of the data for each severity, is used to construct the hybrid model. This portion is then 

combined with the complete numerical database, and both are employed to train the two MLAs, namely 

SVM (Support Vector Machines) [15] and KNN (K-Nearest Neighbours) [16].  

The second experimental database, composed of the same operating modes but excluded from the 

hybridisation process, is exclusively dedicated to conducting prediction tests. It serves as an independent 

dataset for evaluating the performance of the MLAs. 
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Figure 4 : Construction of the homogenous hybrid database methodology 

3 Results 

The selected indicators, SK, SF, and Talaf, have been found to be crucial for the analysis of the system's 

behavior. However, when generating data using a non-updated numerical model, significant differences are 

observed between the generated data and the measured data on the test bench (Figure 5). The discrepancies 

are mainly evident in the time domain, with the amplitude of the generated signal being 1.5 times higher than 

the measured signal. In the frequency domain, a power spectrum envelop is examined in the range of [0-500] 

Hz for spectral analysis. The outer race defect's frequency is present at 59.375 Hz in both signals, but the 

magnitude and spectral distribution show variations. The observed difference between the generated and 

historical signals justifies the need to update the numerical model. To achieve this, the error is minimised as 

shown in equation 7 and the optimization problem is solved through the use of the lsqnonlin MATLAB 

function. The method is particularly valuable for tackling nonlinear problems characterized by an objective 

function featuring numerous local minima or strong parameter correlation. 
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Figure 5 : Data generated with a non-updated model for operating mode 4 describing a defect size of 4 mm: (a) data representation 

in time domain; (b) data representation in frequency domain with a BPFO at 59.375 Hz 
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By generating fresh parameter values listed in Table 2, it allows the creation of new data sets across various 

operating modes. In fact, the updated signal of operating mode 4, is shown in both the time and frequency 

domains in Figure 6. The signals are now in the same order. 

 

Updated parameters Symbols Before update After update 

Young’s modulus (N m
-2

)                        

Poisson ratio            

Rayleigh coefficient            

Rayleigh coefficient                    

Table 2 : The numerical model optimized parameters 

 
(a) (b) 

 

Figure 6 : Data generated with an updated model for operating mode 4 describing a defect size of 4 mm: (a) data representation in 

time domain; (b) data representation in frequency domain with a BPFO at 59.375 Hz 

In Figure 7a, a homogeneous hybridisation is shown with a 10 % contribution from the experimental data of 

each operating mode. In Figure 7b, a hybridisation with a 60% contribution from experimental data is 

displayed.  

  
(a) (b) 

 

Figure 7 : Spatial representation of training hybridisation database: (a) 10 % experimental data contributions in homogenous hybrid 

database; (b) 60 % experimental data contributions in homogenous hybrid database 

The accuracy of the test is depicted in Figure 8, demonstrating the relationship between the rate of added 

experimental data to the numerical database and the achieved accuracy using the hybridisation method. As 

the contribution of experimental data increases, the diagnostic accuracy improves accordingly. A comparison 



is presented between the non-updated and updated models, where data from both models are utilized for 

hybridisation with experimental data. The results demonstrate a progressive increase in SVM accuracy as the 

percentage of experimental data used in hybridisation rises. Starting with 0% experimental data, the accuracy 

is 90%. However, as the percentage of introduced experimental data increases, the SVM accuracy improves 

accordingly. At 60% experimental data, the accuracy reaches 99%, and it reaches 100% when 70% to 100% 

of the experimental data is used. Similarly, the results reveal that KNN accuracy gradually improves with an 

increasing percentage of experimental data used in hybridisation. Initially, with 0% experimental data, the 

accuracy is 88%. As the percentage of introduced experimental data increases, the KNN accuracy also 

improves. There is an increase up to 97% with 60% experimental data, followed by a stabilization at 100% 

accuracy when 70% to 100% of the experimental data is used. These outcomes underscore the positive 

impact of experimental data on the performance of the KNN model, even though its influence appears 

slightly lower compared to that observed for the SVM. 

 

  
(a) (b) 

 

Figure 8 : Classification accuracy: (a) SVM; (b) KNN 

4 Conclusion 

This study highlights the significance of digital twin technology and machine learning algorithms in 

addressing the challenges associated with fault diagnosis in complex systems. By leveraging hybrid 

databases and integrating various modeling techniques, this research opens avenues for further advancements 

in the field and encourages continued exploration of innovative methods for accurate and efficient fault 

detection and prognosis. 

The work proposes a numerical model of a test bench composed of bearings, created by combining finite 

element and discrete element models. The model was used to diagnose bearing faults of varying severities on 

the outer ring. The approach involved training on a hybrid database and testing on the remaining 

experimental database. The results show the reliability of using a hybrid database in diagnostic classification, 

with an average accuracy of 97.3% for the Support Vector Machine (SVM) and 95.2% for the K-Nearest 

Neighbours (KNN) algorithm. The high accuracy achieved by the SVM and KNN algorithms demonstrates 

their effectiveness in accurately identifying and classifying different fault conditions in the bearings. These 

results further validate the use of digital twin technology and machine learning algorithms for fault diagnosis 

in complex systems. 

Moving forward, future research could focus on developing methods for constructing and optimizing hybrid 

databases for different types of systems, such as gearbox modules, and faults, including inner race defects. 

Additionally, exploring advanced feature selection techniques and incorporating other machine learning 

algorithms may contribute to improving diagnostic accuracy even further. 
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